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Summary of contribution

We describe a method to impose constraints in a molecular dynamics simulation. A technique developed
to solve the special case of a linearly topology (MILC SHAKE) is hybridized with the SHAKE algorithm.
The methodology, which we term MILC-hybridized SHAKE (or MILCH SHAKE) applies to more complex
topologies. Here we consider the important case of all atom models of alkanes. Exploiting the mass difference
between carbon and hydrogen we show that for higher alkanes MILCH SHAKE can be an order of magnitude
faster than SHAKE.
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Abstract

We describe a method to impose constraints in a molecular dynamics simulation. A technique de-
veloped to solve the special case of a linearly topology (MILC SHAKE) is hybridized with the SHAKE
algorithm. The methodology, which we term MILC-hybridized SHAKE (or MILCH SHAKE) applies to
more complex topologies. Here we consider the important case of all atom models of alkanes. Exploiting
the mass difference between carbon and hydrogen we show that for higher alkanes MILCH SHAKE can
be an order of magnitude faster than SHAKE. Keywords: Constraints, SHAKE, Molecular dynamics,
Simulations, Alkanes

1 Introduction

Imposing geometric constraints is a useful technique in molecular dynamics (MD) simulations. For example,
entire molecules can be treated as rigid bodies [1, 2, 3]. If more detail is necessary, then fixing the distance
between atoms is a reasonable way of modeling chemical bonds. Further, it integrates out the fast vibrational
degrees of freedom associated with the stiff inter-atomic bonding potential. Consequently, much longer time
steps are possible, allowing a faster sampling of phase space. Here we address the question of efficiently
imposing such constraints. The methodology itself is appropriate for problems where constraints are appro-
priate. We say this because using constraints is not a unique solution for solving this problem. Multiple time
step methods use a shorter time step for the fast degrees of freedom and a longer one for the remainder. The
class of algorithms introduced by Tuckerman et al. are also symplectic [4]. Subsequent developments have
also cured some of the numerical problems associated with the original method [5, 6, 7, 8, 9]. Multiple time
stepping does not have the well known drawback of constraints, that averages in the constrained system differ
from those of the unconstrained system [10]. However, for complex molecules this is a small effect and con-
straints might be the preferred option. In addition, there are arguments that treating bonds as constraints is
actually more realistic than treating them as classical harmonic oscillators [11]. The two approaches are not
necessarily mutually exclusive either. A hybrid approach combining multiple time stepping and constraints
can also be efficient [12].

A formalism for tackling the constraint problem numerically was derived by Ryckaert et al. [13]. The
idea is to apply a constraint force at time ¢ such that the constraints are satisfied at ¢t + At, where At
is the time step. This means that constraint-related numerical errors from integrating the equations of
motion do not propagate. Their methodology is not unique. For example de Leeuw et al. [14] derived the
conjugate momenta and Hamiltonian for a system subject to such constraints, from which the equations of
motion directly follow. However, using this method constraint-related numerical errors do propagate and an
additional procedure is necessary to correct for this.

Along with their methodology for imposing constraints using Lagrange’s method of undetermined multi-
pliers, Ryckaert et al. [13] concurrently developed a simple iterative algorithm to calculate the magnitudes
of the Lagrange multipliers associated with the constraint forces. This combination of the method for stop-
ping the propagation of constraint-related numerical errors and the iterative procedure for calculating the
Lagrange multipliers is referred to as SHAKE. Subsequently, this procedure was extended to also impose
constraints on the relative velocity (the RATTLE algorithm [15]) and acceleration (the WIGGLE algo-
rithm [16]). Further, it is not actually limited to bond length constraints. For example the Q-SHAKE
algorithm [17] uses SHAKE to constrain a set of linked rigid bodies representing a molecule. However, here
we only consider its application to bond length constraints.

Within the framework of the SHAKE procedure, the iterative scheme for calculating the multipliers can
be replaced with several other methods. For example, Ciccotti et al. developed a method based on matrix
inversion [2]. The LINCS algorithm solves for the multipliers using a series expansion approximation of the
inverse of the linearized constraint equations. This has an advantage in that it is easy to efficiently parallelize.
This was not true of the original iterative scheme. However, by rephrasing the problem Elber [18] developed
an iterative method that does work efficiently in parallel.

In this paper, we always use the SHAKE methodology. Where we use the term ‘SHAKE’, from now
on, it refers specifically to the iterative part of the full SHAKE procedure, the calculation of the Lagrange



multipliers. For a system with n constraints, a set of n non-linear equations must be solved. Using the
SHAKE iteration, these equations are decoupled and solved sequentially. This procedure violates constraints
previously satisfied, but, applied iteratively, the error generally shrinks and the scheme usually converges.
The SHAKE iteration is generally applicable, but the iterative scheme can be slowly convergent for some
topologies. For problems involving small numbers of constraints, in MD terms small molecules, alternative
methods are more efficient. For example, for water molecules the SETTLE algorithm [19] essentially uses
an analytic solution for the constraints problem. Kréutler et al. [11] also showed with their M-SHAKE
algorithm that approximating the solution of the constraint equations using Newton’s method, at a cost of
order n? per iteration, can be more efficient than SHAKE for small molecules (small n). This is because the
convergence is quadratic, whereas for SHAKE it is linear. More recently, Gonnet developed the P-SHAKE
method [20] that uses a pre-conditioner to reduce the computational cost per iteration to order n? while
maintaining quadratic convergence. For particles constrained to lie on a straight line, Tapia-McClung and
Gronbech-Jensen [21] showed that an iterative procedure is actually unnecessary.

The set of constraint equations that are solved for the Lagrange multipliers can be written in matrix
form. The recently developed algorithm “Matrix Inverted Linearized Constraints” SHAKE (MILC SHAKE)
takes into account that under certain circumstances the Jacobian of the constraint matrix is tridiagonal [22],
and trivially inverted in order n operations [23]. This being the case, the cost per iteration, using a simplified
Newton iteration to solve for the constraint force, is order n. The condition required is that we have a linear
architecture. That is, a chain in which only successive sites are connected. The linear chain is encountered
in several situations. An example in the field of MD is the simulation of alkanes using a united atom model
(UAM) [24]. Similar methodology is also used for mesoscopic simulation of inextensible filaments of the
type frequently encountered in biological systems [25, 26]. Bailey et al. [22] demonstrated that direct matrix
inversion using MILC SHAKE can speed up constraint calculations by orders of magnitude compared to
SHAKE.

Although MILC SHAKE is a powerful technique for linear architectures, one immediately asks the ques-
tion, can it be generalized? After all, real molecules are not usually linear. Let us focus on a particularly
important class of chemicals, the alkanes. While MILC SHAKE can be used to calculate constraints of
linear alkanes using a UAM, this is frequently an inadequate description of dense liquid and solid phases.
It is well established that not treating hydrogen atoms explicitly will yield an incorrect scaling of system
pressure with temperature and density [27, 28]. Greater chemical detail is also necessary when looking at
the molecular stacking behavior near interfaces [29, 30]. Furthermore, Chen et al. pointed out that the
explicit-hydrogen models have the added advantage of allowing one to assign partial charges. This can be
relevant when determining the interaction of alkanes in a polar environment [31]. In an attempt to overcome
the deficiencies of the united atom model, yet retain computational viability, an anisotropic UAM [31] and
the TraPPE-EH potential [32] have been proposed. However, if there were a sufficiently efficient method to
incorporate the hydrogens using constraints, this would clearly be preferable.

Here we address the question of calculating constraints of non-linear architectures by developing and
testing an extension of the plain vanilla MILC SHAKE algorithm. It is “Matrix Inverted Linearized Con-
straints” hybridized with SHAKE iteration, so subsequently we refer to it as MILCH SHAKE. We test our
method on n-alkanes ranging from ethane to dodecane (twelve carbons). The results show that in all the
cases considered MILCH SHAKE outperforms SHAKE. The improvement in efficiency relative to SHAKE
is a significant factor for ethane and up to an order of magnitude for higher alkanes. Furthermore, the CPU
overhead per constraint decreases with increasing chain length (that is, increasing number of constraints).
This makes the method particularly advantageous for long molecules. In principle it also generalizes to other
topologies and in Section 4 we elaborate on how one would proceed more generally to treat cyclic, substituted
and branched structures.

2 Description of the Algorithm

Let us start with a single molecule. The position of atom 7 at time ¢ is denoted by r;(t). The aim is to
constrain bonded pairs of atoms to be a specified distance apart. The constraints can be written in the form



of n equations, where n is the number of bonds (constraints). Defining r;; = r; —r; as the bond vector and
l;; as the bond length, they are
oy ({r(t)}) = x3;(t) — 13 = 0. (1)

Eq. (1) only holds when the magnitude of the bond vector equals the specified bond length. Using Lagrange’s
method of undetermined multipliers [33], we can enforce the constraint equations while integrating Newton’s
laws. After the introduction of a zero potential term, the equation of motion in Cartesian coordinates is

mid ;Zz(t) - _airi U({r()}) + Zp: Aipoip({r®)}) |, (2)

where the summation is over all atoms, indexed by p, connected to atom i. U({r(¢)}) is the potential energy
of the system, and m; is the mass of atom ¢. The \;, terms represent the undetermined Lagrange multipliers
between the two indexed atoms.

We can write the position after a time step At as the sum of the unconstrained positions after applying
all forces except constraints ({¥}) plus the correction due to the constraint forces ({F“}). The updated
positions using velocity Verlet [34] are

ri(t + At) = Fi(t + At) + ). (3)

These forces result from pair constraint forces, each acting along its respective bond vector. For brevity, the
position-dependence of the force has not been written explicitly. Following from Eq. (2), a constraint force

takes the form Do ({x(t
doip({r(t)})
i t2 Z )‘ZID 81‘1 t2 Z )‘ZP zp (4)

The factors of At are absorbed in the multlpher for convenience. Now the updated positions are

ri(t + At) = T (t + At) + mi D Aiprip(t). (5)

Substituting Eq. (5) into Eq. (1), we arrive at the system of n equations that we need to solve:

2
o ({r(t+ A0} = [Fi(t + AL + — Z AipTip(t Z Natia(t)| =12 =0. (6)

The indices p and ¢ cycle through all atoms bonded to atoms i and j, respectively.

2.1 SHAKE

The best known method for solving this set of equations is the algorithm SHAKE [13]. To calculate a
solution, we focus on one bond and calculate

T (t+ At) = I3
2 (my " +m; ) () Byt + At)

Aij = (7)
This is an approximation to the solution for the Lagrange multiplier that satisfies the constraint between

atoms i and j. It results from setting all terms of order A2 to zero and eliminating the explicit dependence on
all other Lagrange multipliers. The two atomic positions are updated according to the following equations.

Fi(t+ At) = T5(t + At) + mi Aijrij(t)
] i 1
£j(¢+ At) = 15(t + At) — — Aijri; (1) )
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The next bond is then adjusted in a similar fashion, regardless of whether the preceding constraint has been
violated in the process. All of the constraints of the system are cycled through in this manner until each
has been approximated once to linear order. The relative error of every bond is then calculated, and if all
constraints are satisfied to within a predefined error, the procedure is complete. If not, the bonds are cycled
through repeatedly until the solution converges.

2.2 MILC SHAKE

An efficient algorithm for imposing constraints (termed MILC SHAKE) was developed by Bailey et al. [22].
This method only applies for simple linear and ring architectures, so it is not applicable for the problem we
address here. However, the MILC SHAKE method does form an important part of the hybrid scheme we
describe. As such, we begin with a brief recapitulation of the algorithm.

To solve Eq. (6), we use a Newton-like method [23]. The procedure involves first calculating the n x n
Jacobian. Restricting our attention to a linear architecture, it is

—2
Jiic1= — Tt + At) -ri1(t),
7
2 -
Jii= Fiip1(t+ At) -1y i41(8),
Hii+1
Jiit1 = — Fiip1(t+ At) - T i42(t), 9)
mit1

where p;; is the reduced mass of two atoms i and j defined as p;; = m;m;/ (m; +m;). The first and last
equations, representing the end bonds, only have a diagonal and one off-diagonal component. Explicitly,
they are

2
J171 = — I‘172(t =+ At) . rl,g(t),
H1,2
-2 B
J1’2 = — I‘LQ(t —+ At) . I‘Q,g(t),
ma

Jn,n—l = f?L,n-{-l(t + At) ' rn—l,n(t)a
My

2 -
Jn n=———— rn,n-i—l(t =+ At) . rn,n+1(t). (10)
HMn,n+1

All other matrix elements are zero. The Jacobian is then used to solve the system of linear equations
a({r}) =JA\. (11)

The term &({r}) is a vector of n constraint residues.

An iterative procedure is required to converge to the correct values of the vector A. We use a simplified
Newton iteration, the Chord Method [20, 35], to do so. On the first iteration, Eq. (11) is solved with the
left-hand side equal to the vector of constraint residues calculated from Eq. (1) using the unconstrained
positions, 6({F(t + At)}). The solution, A\, is a first approximation to A\. We apply our current estimation
of the constraint forces given A° to the unconstrained positions to arrive at a set of intermediate coordinates
({r!(t+ At)}), where the superscript indexes the iteration. These coordinates are then used to calculate the
instantaneous residues o({r!(t + At)}), which we call §'. The term ¢ is added to o° to form the sum of the
constraint residues leading up to the current iteration, denoted as 6. Eq. (11) is re-solved using 6! as the
left-hand side to get A', a more accurate approximation to A. The method iterates until the intermediate
coordinates satisfy all constraints to a pre-defined degree of accuracy. Following the Chord Method, the
Jacobian is calculated only once throughout this procedure.

The iterative procedure is therefore

gt =14 oh =T\ (12)



5zl'€,i+1 = r?,i+1(t + At)? - l?,z‘+1a (13)

where the set of vectors ({ r};,, (t+At) }) are the bond vectors calculated at iteration k using the intermediate
coordinates.

The cost of a simplified Newton iteration is generally order n3, corresponding to the cost of solving Eq.
(12) every iteration. However, the Jacobian of this set of equations — when they are ordered sequentially,
matching their relative position along the contour of the chain — is of a very special form: it is tridiagonal.
Inverting a tridiagonal matrix can be done easily and efficiently in order n operations [23]. This being the
case, the cost of the algorithm is order n.

2.3 MILCH SHAKE

The MILC SHAKE algorithm is orders of magnitude faster than SHAKE for the case of a linear architecture,
encountered when, for example, linear alkanes are modeled with a UAM. Nonetheless, one may often wish
to simulate an alkane with explicit hydrogen, for reasons stated in the introduction. For the case of n-
alkanes, the introduction of explicit hydrogens will lead to a Jacobian of the constraints that contains many
non-tridiagonal elements.

However, with an astute observation, one can still calculate the Lagrange multipliers in a computationally
efficient manner. The key point is that a subset of the constraints in an alkane can be approximated as
“linear”, in the sense that we can define a contiguous chain in which each atom is connected to at most
two other atoms. These constraints, which we term the “backbone”, can consequently be treated using
MILC SHAKE. The remaining constraints we refer to as “substituent” constraints, which can be treated
using SHAKE. The result is a hybrid method alternating between one iteration of MILC SHAKE and one
iteration of SHAKE.

H C C H
H H

Figure 1: A schematic of ethane, with bonds labeled by the boxed numbers.

Let us look at ethane for illustration. Figure 1 depicts the chemical structure, where bonds (and constraint
equations) are labeled by the boxed numbers. The Jacobian of the constraints ordered in sequence are listed
below.
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The quantity m, is the atomic mass of carbon. In this section, constrained ({r(¢)}) and unconstrained
({F(t+ At)}) bond vectors are labeled with the matching index of the bond from Figure 1. The explicit time
dependence has also been omitted for clarity. The reduced mass of the two atomic species associated with
constraint ¢ is given by p,;. The horizontal line has been added to visually separate the constraints along
the “backbone” (A1 - A3) from the constraints corresponding to the side hydrogen bonds (A4 - A7). The
“backbone” from here onward is defined as all carbon-carbon bonds plus a carbon-hydrogen bond at each
terminal carbon atom.

Why do we take this definition of the backbone? If we were to follow the procedure for the simplified
Newton iteration as we used for MILC SHAKE, the cost of solving Eq. (12) for ethane is order n3 since the
Jacobian of the constraints, Eq. (14), is no longer tridiagonal. However, consider the relative magnitude of
the elements of the Jacobian. First, we look at the mass dependence. Conveniently, for the case of ethane,
and all hydrogenated alkanes, the mass difference between the backbone carbon atoms and the hydrogen
substituents is significant: ~12:1. All of the non-diagonal components of Eq. (14) are proportional to
1/m. ~ 1/12. Furthermore, in an sp hybridized structure, the magnitude of ¥; -r; where i # j is dependent
upon the size of the time step, but it will be ~ 1/3 for adjacent bonds of a tetrahedral structure with bond
angles of 109.5°. The non-diagonal components are therefore near ~ 1/36. The diagonal components, on
the other hand, are significantly larger. Given the reduced masses of a carbon-carbon and carbon-hydrogen
bond are, respectively, ~ 6 and ~ 1, the corresponding elements of J; ; are either ~ 1/6 or ~ 1. The T; - r;
terms are close to unity. What we have is a diagonally dominant matrix. An approximation to Eq. (14) can
be written as

. 0 0 0 0
_I‘,'?nc r f‘ii-;'g irﬁlc I3 0 0 0 0
—I's - I'g rs-Ir3
0 e B 0 0 0 0
~ Ty Ty
J=2 0 0 0 T i 0 0 0 (15)
0 0 0 0 Is I 0 0
M5 5
Ig ‘- TIg

0 0 0 0 0 i i 0
r7 - Iy
0 0 0 0 0 0 T

This suggests a convenient partition of the solution into the backbone constraints and the remaining
substituent constraints. Specifically, the tridiagonal component of the Jacobian, containing the backbone
constraints, can be solved using MILC SHAKE iteration (Section 2.2), while SHAKE iteration (Section 2.1)
can be applied to the remaining carbon-hydrogen bonds.

Our algorithm MILCH SHAKE does exactly this. The procedure entails first calculating both the initial



residue, 5%, and the Jacobian of only the backbone constraints, defined for our example as

f‘l I —f'l - I'o 0
M1 _Me -
T —Io - Ty Iy -To —TI9-I'y
J=2 o 2 T2 . (16)
0 —I's - I'g rs- I3
me 3

The iterative procedure then begins. First, substituent bonds are cycled through once using SHAKE
iteration (Eq. (7)). Next, the backbone constraints are approximated by solving JA\¥ = 6% as in the MILC
SHAKE scheme (Section 2.2). The current approximation to the positions, r* (¢ + At), given the estimate of
AFis calculated, followed by the instantaneous residue §*. If the relative error of every constraint is within
a predefined tolerance, the procedure is complete. If it is not, 6% is added to the cumulative residue to give
&**+1 and the iteration is repeated.

All explicit dependence of of backbone constraints on the substituent constraints has been approximated
as zero to arrive at Eq. (16), but this approximation does not affect the accuracy of the solution of the
Lagrange multipliers. This is because an iterative procedure is applied to converge to the solution, one
that takes into account the coupling of the constraints through the residue, 6*. The residue is calculated
from a current estimate to the positions that is based on all values of the constraint forces, those from
the backbone and the substituents alike. Therefore, the interdependence of the two sets of constraints is
maintained through this correction term that is added to the cumulative residue prior to re-solving for the
backbone constraints each iteration.

In the example above we have specifically listed the equations for ethane, in the interests of clarity.
However, the same principle applies to all n-alkanes. The Jacobian J has a size of the number of carbons
plus one, and it can be calculated using Eq. (9). The algorithm for MILCH SHAKE is summarized in the
form of pseudo code below.

Algorithm 1 Pseudo code of MILCH SHAKE, given constraint error 7;; and a predefined tolerance 7g.

. Calculate J, 6°
: FOR all molecules
LOOP
FOR all constraints
Calculate 7;; using {r*}
END FOR
IF max(7;;) < 7o
SAVE current positions, {r*}
EXIT LOOP
END IF
FOR all substituent constraints
Calculate SHAKE approximation to A;;
Update r; and T;
END FOR
Solve JA\F = gk
Calculate the current positions, {r*}, using A\*
Calculate 6% ({r*})
Add 6% to 6% to get Ft!
: END LOOP
: END FOR

10



3 Numerical Tests

To compare the efficiency of MILCH SHAKE compared to SHAKE, a series of simulations was carried out.
All calculations were performed on a desktop workstation using an Intel Pentium D processor (3.00 GHz)
running Fedora Linux. Code was compiled with the Intel Fortran Compiler 10.1.015 with the optimization
flag set to 3, using the BLAS and LAPACK routines. The SHAKE code used for comparative purposes was
written in house.

We define the relative error between atoms 7 and j as

|7ij (tl) Lij| =1 (17)

ij

The predefined value of 7y, also referred to here as the accuracy, is the maximum allowable value of 7;;

for all 4,j. The accuracy of the constraint forces in constrained systems is important because the degree

of permissible violation of the constraints given by 7y determines the energy drift of the system [11]. We

have empirically found that the maximum tolerable error is approximately 10~2 for a dynamic system of a

filament evolving under the influence of an energy penalty for bending, in order for energy to be conserved
to within one part in 10™%. This may serve as a guideline.

Bond lengths were taken to be 1.54 A for a carbon-carbon bond and 1.10 A for a carbon-hydrogen
bond [36]. The system was initialized in the lowest energy, zig-zag conformation. A realistic, relative atomic
mass of 12:1 for carbon to hydrogen was specified. The starting geometry, for which the constraints were
satisfied, was then perturbed. We did this by taking a velocity from the Maxwellian for the velocities of the
atoms and calculating the positions a time At later. This realistically accounts for the larger displacement
of the hydrogens due to their smaller mass. The magnitude of the time step was chosen such that the error
in the position constraints prior to applying constraint forces was approximately 0.1%. This is comparable
to the starting error typically encountered in a molecular dynamics simulation.

T
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Figure 2: Relative error as a function of the number of iterations to calculate the position constraints using
SHAKE and MILCH SHAKE for hexane.

We first determine how the number of iterations scale with system accuracy throughout the course of
the constraint force calculation. Results for hexane are displayed and are qualitatively representative of
all alkane sizes investigated. Figure 2 shows the relative error as a function of the number of iterations
required to calculate the position constraints using SHAKE and MILCH SHAKE. Nearly ten times the
number of iterations are needed when using SHAKE to achieve an acceptable error of less than 1078, This
would be inconsequential if the CPU time per iteration were significantly different. However, this is not the
case. Approximately the same computational overhead is required for a single iteration using either method.
Therefore, the relative number of required iterations is indicative of the relative computational cost. This
trend is exhibited in Figure 3, a plot of the CPU time as a function of system accuracy. MILCH SHAKE is
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Figure 3: CPU time as a function of relative error required to calculate the position constraints using SHAKE
and MILCH SHAKE for hexane.

nearly an order of magnitude more efficient than SHAKE in the error range that is acceptable for MD for
hexane.
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Figure 4: Total CPU time required to calculate the position constraints to an accuracy of 107!* using
SHAKE and MILCH SHAKE as a function of chain length.

We next investigate how these results differ with chain length. Alkanes ranging from two to twelve
carbons were analyzed. For each size, the CPU time required to achieve an error of 10714 was calculated and
then averaged over 100 independent random violations. Results for the total CPU time are shown in Figure
4. MILCH SHAKE is a factor of three more efficient for the smallest alkane, ethane. However, as the chain
length increases, the improvement becomes more significant. MILCH SHAKE is an order of magnitude more
efficient than SHAKE for alkanes larger than octane.

One can observe from Figure 4 that the slope of SHAKE is greater than that of MILCH SHAKE, meaning
that the CPU time per constraint is changing as a function of chain length. Figure 5 explicitly plots the
expense normalized by the number of constraints. The overhead per constraint using MILCH SHAKE is
actually reduced as the backbone of the chain increases. This can be explained by recognizing that the
average number of iterations required for convergence is roughly the same (11-13 iterations) for every chain
length investigated. The decrease in required CPU time per constraint is a reflection of the initial time
investment leading to the calculation of the Jacobian. The time it takes to calculate J becomes comparable
to the time of the remaining iterative procedure. In general one can explain the reverse trend of SHAKE by
noting that with increasing n, the neglect of coupling becomes increasingly significant with greater system
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Figure 5: CPU time per constraint required to calculate the position constraints to an accuracy of 10~
using SHAKE and MILCH SHAKE as a function of chain length.

size when there are more degrees of freedom to coordinate.

4 Discussion and Conclusions

We have developed a computational technique for constraining non-linear architectures and tested it for hy-
drogenated n-alkanes. It is over an order of magnitude more efficient than SHAKE for large molecules, and a
significant factor more efficient for ethane, the smallest molecule investigated. A pseudo code implementing
MILCH SHAKE is included as an appendix. Code in FORTRAN 90 is also available for download [37]. The
results suggest that the convergence of MILCH SHAKE is linear, the same as SHAKE. A possible improve-
ment would be to use a more complex iterative procedure. This would involve the overhead of recalculating
the Jacobian for each iteration but might improve the convergence and reduce the computational time re-
quired. However, because the linearly convergent SHAKE iteration is one component of MILCH SHAKE we
believe that the actual order of convergence would not change. Nonetheless, our results demonstrate that,
compared to SHAKE, MILCH SHAKE is advantageous for all alkanes, particularly when high accuracy is
required. With MILCH SHAKE it is practical to reach machine accuracy at a modest computational cost.
In practice this would minimize any problem with energy drift as a result of constraint violation.

As noted above, MILCH SHAKE significantly reduces the computational overhead of constraint cal-
culations for alkanes. Given the significant reduction in computational expense, it is possible that one
could reconsider using constraints where it was considered too computationally expensive before. Using our
method, the CPU time per constraint actually decreases with increasing chain length, making the method
even more advantageous for large systems. Strictly, we can only reach this conclusion for the test case we
have studied here. That is, random violations of the constraints. We do not expect that the correlation in
the violation of the constraints that occurs in a full dynamic simulation will influence this conclusion (it does
not for MILC SHAKE [22]). Nonetheless, this needs confirming by implementing and testing the algorithm
in such simulations.

The matrix inversion methods M-SHAKE and P-SHAKE are faster than SHAKE for a relatively small
number of constraints. For larger molecules, and consequently more constraints, they are increasingly less
efficient because the computational time required per iteration increases at a faster rate with increasing
number of constraints than it does for SHAKE (as n® and n?, respectively). For the problem of alkanes,
that we consider here, we can estimate the point where MILCH SHAKE outperforms these methods. For
a comparable accuracy, P-SHAKE requires approximately one-third the CPU time required by SHAKE
for ethane. For MILCH SHAKE it is approximately half the time. So for ethane P-SHAKE, but not M-
SHAKE, is probably more efficient than our method. Based on the scaling with the number of constraints,
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we estimate that for propane M-SHAKE will still outperform SHAKE, requiring a factor of approximately
two thirds the CPU time. However, for propane MILCH SHAKE requires half the CPU time. Based on
this estimate, MILCH SHAKE is more efficient for propane and higher alkanes. We should point out that
there are also other methods for solving the problem as well as matrix inversion and SHAKE. Notably, the
LINCS algorithm [38] solves for the multipliers by using a series expansion to approximate the inverse of
the Jacobian. For moderate accuracy it is reported to be up to four times faster than SHAKE. Possibly,
replacing the SHAKE part of the MILCH SHAKE algorithm with LINCS will result in further improvement
of the scheme.

One may also wish to constrain the relative velocities along the bond vectors, following in the footsteps
of RATTLE [15]. The same method to constrain the positions described above can be implemented to
constrain the velocities, which will certainly be faster than the iterative procedure described in RATTLE.
Alternatively, when arranged in a smart way, the Jacobian for the velocity constraints is a band diagonal
matrix with three super- and three sub-diagonal entries at its widest point. Algorithms to invert band
diagonal systems can be applied to efficiently solve this system of equations, without having to revert to
full matrix methods such as LU-factorization [23]. Furthermore, the velocity constraint equations are linear,
so one band-diagonal matrix inversion solves for the Lagrange multipliers exactly eliminating the need for
iteration [22].

Finally, it is important to note that although here we focus on alkanes, the methodology also applies
to other molecules of interest. For instance, using the same procedure to calculate the constraint forces of
the simplest alkene, ethene, we find a factor of three improvement using MILCH SHAKE. The results we
report are restricted to n-alkanes, but cyclic alkanes are a trivial extension. All one has to do is replace
the tridiagonal solver with a cyclic tridiagonal matrix solver [23] or manipulate the matrix to tridiagonal
form [22]. The latter is easily done in order n operations. Although we have exploited the relative mass
of the two constituents of alkanes, carbon and hydrogen, to approximate the non-tridiagonal terms as zero
(Eq. (9)), this condition is not necessary. We tested the algorithm with the mass of hydrogen set equal
to the mass of carbon and MILCH SHAKE was still significantly faster than SHAKE (although to a lesser
extent than with the correct masses). If the molecule is predominantly hydrogenated but substituted with
one heavier species, such as a halogen, SHAKE can be used to constrain the carbon-halogen bond and the
specific coefficients in the Jacobian dependent upon this bond can be recalculated every iteration using the
new values of ¥(t + At) for the two atoms involved in the constraint. Only a few elements will require
re-calculation, but it will be an additional computational expense. The resulting algorithm will still be
faster than SHAKE if the molecule is predominantly hydrogenated. Only in the extreme case where most
substituents are heavy, is one effectively recalculating the Jacobian every iteration. Then it is no longer a
simplified Newton iteration but rather Newton’s Method, with order n3 cost and quadratic convergence [23].
We should also point out that the atomic masses only need to take realistic values if one is interested in the
dynamic properties of the system. For static properties the atomic mass can be chosen freely to optimize
the performance of the algorithm [39, 40]. At a higher level of complexity, bifurcations in the backbone can
be treated by the incipient stages of Gaussian elimination to tri-diagonalize the matrix [22]. However, the
relative efficiency of the solution is dependent upon the complexity of the molecule. In the interest of clarity
we leave it beyond the scope of this article. Here we simply conclude that for n-alkanes MILCH SHAKE is a
significant improvement on SHAKE and that, possibly, extensions of the approach will be efficient for other
classes of problem.
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Program for funding. She also thanks A.P.S. for agreeing to let her go on a sabbatical before completing her
Ph.D.
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Figure Captions

1. Figure 1. A schematic of ethane, with bonds labeled by the boxed numbers.

2. Figure 2. Relative error as a function of the number of iterations to calculate the position constraints
using SHAKE and MILCH SHAKE for hexane.

3. Figure 3. CPU time as a function of relative error required to calculate the position constraints using
SHAKE and MILCH SHAKE for hexane.

4. Figure 4. Total CPU time required to calculate the position constraints to an accuracy of 10~'* using
SHAKE and MILCH SHAKE as a function of chain length.

5. Figure 5. CPU time per constraint required to calculate the position constraints to an accuracy of

10~ using SHAKE and MILCH SHAKE as a function of chain length.
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